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What is semantic similarity? Semantic similarity and relatedness

Distributional similarity as semantic similarity

I DSMs interpret semantic similarity as a quantitative notion
I if a is closer to b than to c in the distributional vector space,

then a is more semantically similar to b than to c

I Different from categorical nature of most theoretical accounts
I often expressed in terms of semantic classes and relations

I But it is not clear a priori what exactly makes two words or
concepts “semantically similar” according to a DSM

I may also depend on parameter settings
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What is semantic similarity? Semantic similarity and relatedness

Types of semantic relations in DSMs
Nearest DSM neighbors have different types of semantic relations.

car (BNC, L2/R2 span)

I van co-hyponym
I vehicle hyperonym
I truck co-hyponym
I motorcycle co-hyponym
I driver related entity
I motor part
I lorry co-hyponym
I motorist related entity
I cavalier hyponym
I bike co-hyponym

car (BNC, L30/R30 span)

I drive function
I park typical action
I bonnet part
I windscreen part
I hatchback part
I headlight part
I jaguar hyponym
I garage location
I cavalier hyponym
I tyre part
http://clic.cimec.unitn.it/infomap-query/
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What is semantic similarity? Semantic similarity and relatedness

Manual analysis of semantic relations
for 44 concrete English nouns (Baroni & Lenci 2008)
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Figure 1: Distribution of property types across property spaces.

parts (like the wheel of a car) and surface properties (like the fact that a
banana is sweet and yellow) are obviously perceptually important character-
istics of concrete concepts, and they are almost completely missed by our
corpus-based models. This suggests an important line of research in improv-
ing such models, perhaps incorporating visual cues into the distributional
statistics (the ESP space does not have a similar problem). Coordinate and
situationally related entities, on the other hand, might be triggered by free
association tasks (dog in response to cat) but they are unlikely properties in
a concept description (dog as a characteristic property of cat). In this case,
the problem is mainly with the SVD space, where cc and se are by far the

22

Taxonomic category:
cc (co-)hyponym
ch hypernym

Properties of entity:
eb typical behaviour
ece external component
ese surface property

Situationally associated:
sa action
se other entity
sf function
sl location

Distribution of semantic relations for top-10 L5/R5 DSM neighbours (SVD),
pattern collocations (StruDEL) and human-generated properties (NORMS).

© Evert/Lenci/Baroni/Lapesa (CC-by-sa) DSM Tutorial – Part 3 wordspace.collocations.de 6 / 108

What is semantic similarity? Semantic similarity and relatedness

Scaling up: Linguistic Diagnostics
Linguistic Diagnostics
(Rogers et al. 2018)
automates classification of
nearest neighbours based on
various on-line dictionaries
and semantic networks

+ correlation analysis
between various groups
of diagnostics and
evaluation tasks

+ only for English so far

http://ldtoolkit.space/

2696
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Morph. 
factors Misc. factors Semantic factors

Distributional
factors Intrinsic tasks Extrinsic tasks

Distributional LowFreqNeighbors, HighFreqNeighbors: the frequency of the neighbor in the source Wikipedia corpus is under/above 10,000
factors NeighborsInGDeps: whether the two words co-occur in the Google dependency ngrams

NonCooccurring: the number of word pairs that do not co-occur in the source Wikipedia corpus (bag-of-words window size 2).
CloseNeighbors: the number of top 100 neighbors with cosine distance to the target word over 0.8.
FarNeighbors: the number of top n neighbors with cosine distance to the target word less than 0.7.

Semantic Synonyms, Antonyms, Hypernyms, Hyponyms, Meronyms: the corresponding lexicographic relations established by the dictionaries.
factors OtherRelations: holonymy, troponymy, coordinate terms, and “otherwise related” in Wiktionary.

ShortestPath: the minimum path between synsets of two words in the WordNet ontology

Miscellaneous ProperNouns: the neighbor is a proper noun.
factors Numbers: the neighbor is a numeral, or contains a number.

ForeignWords: the neighbor is not found in English, but found in German, French or Spanish spellechecker dictionaries.
Misspellings: the neighbor is not found in dictionaries and contains an unusual combination of letters and punctuation or numbers.
Associations: the two words constitute an associative pair (in either direction), according to EAT8 (Wilson et al., ) and USF-FAN9

(Nelson et al., 2004).

Morphological SharedMorphForm: the two words share their morphological form (in this case, both are lemmas).
factors SharedDerivation: the two words share affix(es) or stem(s), or are both compounds (based on Wiktionary and custom LDT tools).

SharedPOS: the two words have the same part of speech (any overlap counts).

Figure 2: Pairwise Spearman’s correlations of extrinsic and intrinsic tasks between themselves and LDT
scores for top 100 neighbors. An interactive version of this chart, as well as numerical data and data for
top 1000 neighbors can be found at http://ldtoolkit.space/analysis.
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What is semantic similarity? Semantic similarity and relatedness

Semantic similarity and relatedness
I Attributional similarity – two words sharing a large number of

salient features (attributes)
I synonymy (car/automobile)
I hyperonymy (car/vehicle)
I co-hyponymy (car/van/truck)

I Semantic relatedness (Budanitsky & Hirst 2006) – two words
semantically associated without necessarily being similar

I function (car/drive)
I meronymy (car/tyre)
I location (car/road)
I attribute (car/fast)

I Relational similarity (Turney 2006) – similar relation between
pairs of words (analogy)

I policeman : gun :: teacher : book
I mason : stone :: carpenter :wood
I traffic : street :: water : riverbed
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What is semantic similarity? Attributional similarity & quantitative evaluation

DSMs and semantic similarity

I DSMs are thought to represent paradigmatic similarity
I words that tend to occur in the same contexts

I Words that share many contexts will correspond to concepts
that share many attributes (attributional similarity), i.e.
concepts that are taxonomically/ontologically similar

I synonyms (rhino/rhinoceros)
I antonyms and values on a scale (good/bad)
I co-hyponyms (rock/jazz)
I hyper- and hyponyms (rock/basalt)

I Taxonomic similarity is seen as the fundamental semantic
relation organising the vocabulary of a language, allowing
categorization, generalization and inheritance
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What is semantic similarity? Attributional similarity & quantitative evaluation

Evaluation of attributional similarity
I Synonym identification

I TOEFL test (Landauer & Dumais 1997)
I Modeling semantic similarity judgments

I RG norms (Rubenstein & Goodenough 1965)
I WordSim-353 (Finkelstein et al. 2002)
I MEN (Bruni et al. 2014), SimLex-999 (Hill et al. 2015)

I Noun categorization
I ESSLLI 2008 dataset
I Almuhareb & Poesio (AP, Almuhareb 2006)

I Semantic priming
I Hodgson dataset (Padó & Lapata 2007)
I Semantic Priming Project (Hutchison et al. 2013)

I Analogies & semantic relations (similarity vs. relatedness)
I Google (Mikolov et al. 2013b), BATS (Gladkova et al. 2016)
I BLESS (Baroni & Lenci 2011), CogALex (Santus et al. 2016)
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What is semantic similarity? Attributional similarity & quantitative evaluation

Give it a try . . .

I The wordspace package contains pre-compiled DSM vectors
I based on a large Web corpus (9 billion words)
I L4/R4 surface span, log-transformed G2, SVD dim. red.
I targets = lemma + POS code (e.g. white_J)
I compatible with evaluation tasks included in package

library(wordspace)

M <- DSM_Vectors
nearest.neighbours(M, "walk_V")

amble_V stroll_V traipse_V potter_V tramp_V
19.4 21.8 21.8 22.6 22.9

saunter_V wander_V trudge_V leisurely_R saunter_N
23.5 23.7 23.8 26.2 26.4

# you can also try white, apple and kindness
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What is semantic similarity? Attributional similarity & quantitative evaluation

The TOEFL synonym task

I The TOEFL dataset (80 items)
I Target: levied

Candidates: believed, correlated, imposed, requested
I Target fashion

Candidates: craze, fathom, manner, ration

I DSMs and TOEFL
1. take vectors of the target (t) and of the candidates (c1 . . . cn)
2. measure the distance between t and ci , with 1 ≤ i ≤ n
3. select ci with the shortest distance in space from t

# ask your course instructor for non-public data package
> library(wordspaceEval)
> head(TOEFL80)
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What is semantic similarity? Attributional similarity & quantitative evaluation

Humans vs. machines on the TOEFL task
I Average foreign test taker: 64.5%
I Macquarie University staff (Rapp 2004):

I Average of 5 non-natives: 86.75%
I Average of 5 natives: 97.75%

I Distributional semantics
I Classic LSA (Landauer & Dumais 1997): 64.4%
I Padó and Lapata’s (2007) dependency-based model: 73.0%
I Distributional memory (Baroni & Lenci 2010): 76.9%
I Rapp’s (2004) SVD-based model, lemmatized BNC: 92.5%
I Bullinaria & Levy (2012) carry out aggressive parameter

optimization: 100.0%

And you?
> eval.multiple.choice(TOEFL80, M)
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What is semantic similarity? Attributional similarity & quantitative evaluation

Semantic similarity judgments
I Rubenstein & Goodenough (1965) collected similarity ratings

for 65 noun pairs from 51 subjects on a 0–4 scale
w1 w2 avg. rating
car automobile 3.9
food fruit 2.7
cord smile 0.0

I DSMs vs. Rubenstein & Goodenough
1. for each test pair (w1,w2), take vectors w1 and w2
2. measure the distance (e.g. cosine) between w1 and w2
3. measure (Pearson) correlation between vector distances and

R&G average judgments (Padó & Lapata 2007)

> RG65[seq(0,65,5), ]
> head(WordSim353) # extension of Rubenstein-Goodenough

© Evert/Lenci/Baroni/Lapesa (CC-by-sa) DSM Tutorial – Part 3 wordspace.collocations.de 15 / 108

What is semantic similarity? Attributional similarity & quantitative evaluation

Semantic similarity judgments: example
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What is semantic similarity? Attributional similarity & quantitative evaluation

Semantic similarity judgments: results

Results on RG65 task:
I Padó and Lapata’s (2007) dependency-based model: 0.62
I Dependency-based on Web corpus (Herdağdelen et al. 2009)

I without SVD reduction: 0.69
I with SVD reduction: 0.80

I Distributional memory (Baroni & Lenci 2010): 0.82
I Salient Semantic Analysis (Hassan & Mihalcea 2011): 0.86

And you?
> eval.similarity.correlation(RG65, M, convert=FALSE)

rho p.value missing r r.lower r.upper
RG65 0.687 2.61e-10 0 0.678 0.52 0.791
> plot(eval.similarity.correlation( # cosine similarity

RG65, M, convert=FALSE, details=TRUE))
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What is semantic similarity? Attributional similarity & quantitative evaluation

Noun categorization

I In categorization tasks, subjects are typically asked to assign
experimental items – objects, images, words – to a given
category or group items belonging to the same category

I categorization requires an understanding of the relationship
between the items in a category

I Categorization is a basic cognitive operation presupposed by
further semantic tasks

I inference
F if X is a CAR then X is a VEHICLE

I compositionality
F λy : FOOD λx : ANIMATE

[
eat(x , y)

]

I “Chicken-and-egg” problem for relationship of categorization
and similarity (cf. Goodman 1972, Medin et al. 1993)
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What is semantic similarity? Attributional similarity & quantitative evaluation

Noun categorization: the ESSLLI 2008 dataset

Dataset of 44 concrete nouns (ESSLLI 2008 Shared Task)
I 24 natural entities

I 15 animals: 7 birds (eagle), 8 ground animals (lion)
I 9 plants: 4 fruits (banana), 5 greens (onion)

I 20 artifacts
I 13 tools (hammer), 7 vehicles (car)

I DSMs operationalize categorization as a clustering task
1. for each noun wi in the dataset, take its vector wi
2. use a clustering method to group similar vectors wi
3. evaluate whether clusters correspond to gold-standard

semantic classes (purity, entropy, . . . )

> ESSLLI08_Nouns[seq(1,40,5), ]
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What is semantic similarity? Attributional similarity & quantitative evaluation

Noun categorization: example
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I majority labels: tools, tools, vehicles, birds, greens, animals
I correct: 4/4, 9/10, 6/6, 2/3, 5/10, 7/11
I purity = 33 correct out of 44 = 75.0%
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What is semantic similarity? Attributional similarity & quantitative evaluation

ESSLLI 2008 shared task

I Clustering experiments with CLUTO (Karypis 2003)
I repeated bisection algorithm
I 6-way (birds, ground animals, fruits, greens, tools and

vehicles), 3-way (animals, plants and artifacts) and 2-way
(natural and artificial entities) clusterings

I Quantitative evaluation
I entropy – whether words from different classes are represented

in the same cluster (best = 0)
I purity – degree to which a cluster contains words from one

class only (best = 1)
I global score across the three clustering experiments

3∑

i=1
Purityi −

3∑

i=1
Entropyi
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What is semantic similarity? Attributional similarity & quantitative evaluation

ESSLLI 2008 shared task
model 6-way 3-way 2-way global

P E P E P E
Katrenko 89 13 100 0 80 59 197
Peirsman+ 82 23 84 34 86 55 140
dep-typed (DM) 77 24 79 38 59 97 56
dep-filtered (DM) 80 28 75 51 61 95 42
window (DM) 75 27 68 51 68 89 44
Peirsman− 73 28 71 54 61 96 27
Shaoul 41 77 52 84 55 93 -106

Katrenko, Peirsman+/-, Shaoul: ESSLLI 2008 Shared Task
DM: Baroni & Lenci (2009)

And you?
> eval.clustering(ESSLLI08_Nouns, M) # uses PAM clustering
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What is semantic similarity? Attributional similarity & quantitative evaluation

Semantic priming

I Hearing/reading a “related” prime facilitates access to a target
in various psycholing. tasks (naming, lexical decision, reading)

I the word pear is recognized faster if heard/read after apple

I Hodgson (1991) single word lexical decision task, 136
prime-target pairs (cf. Padó & Lapata 2007)

I similar amounts of priming found for different semantic
relations between primes and targets (≈ 23 pairs per relation)

F synonyms (synonym): to dread/to fear
F antonyms (antonym): short/tall
F coordinates (coord): train/truck
F super- and subordinate pairs (supersub): container/bottle
F free association pairs (freeass): dove/peace
F phrasal associates (phrasacc): vacant/building
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What is semantic similarity? Attributional similarity & quantitative evaluation

Simulating semantic priming
McDonald & Brew (2004); Padó & Lapata (2007)

I DSMs and semantic priming
1. for each related prime-target pair, measure cosine-based

similarity between items (e.g., to dread / to fear)
2. to estimate unrelated primes, take average of cosine-based

similarity of target with other primes from same semantic
relation (e.g., to value / to fear)

3. similarity between related items should be significantly higher
than average similarity between unrelated items

I Significant effects (p < .01) for all semantic relations
I strongest effects for synonyms, antonyms & coordinates

I Alternative: classification task
I given target and two primes, identify related prime

(Ü multiple choice like TOEFL)
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What is semantic similarity? Attributional similarity & quantitative evaluation

Analogy tasks
Mikolov et al. (2013b,a); Gladkova et al. (2016)

I Task: solve analogy problems such as
I man :woman :: king : queen
I France :Paris :: Bulgaria :Sofia
I learn : learned :: go :went
I dog : animal :: strawberry : fruit

I Approach 1: build DSM on word pairs as targets

min
x

d (vman:woman, vking:x )

I Approach 2: use vector operations in single-word DSM
king

man

woman

queen

vqueen ≈ vking − vman + vwoman
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What is semantic similarity? Attributional similarity & quantitative evaluation

The Google analogy task
Mikolov et al. (2013b,a)

I Mikolov et al. (2013b,a)
claim that their neural
embeddings are good at
solving analogy tasks

å Semantic features
encoded in linear
subdimensions -2
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Figure 2: Two-dimensional PCA projection of the 1000-dimensional Skip-gram vectors of countries and their
capital cities. The figure illustrates ability of the model to automatically organize concepts and learn implicitly
the relationships between them, as during the training we did not provide any supervised information about
what a capital city means.

which is used to replace every log P (wO|wI) term in the Skip-gram objective. Thus the task is to
distinguish the target word wO from draws from the noise distribution Pn(w) using logistic regres-
sion, where there are k negative samples for each data sample. Our experiments indicate that values
of k in the range 5–20 are useful for small training datasets, while for large datasets the k can be as
small as 2–5. The main difference between the Negative sampling and NCE is that NCE needs both
samples and the numerical probabilities of the noise distribution, while Negative sampling uses only
samples. And while NCE approximately maximizes the log probability of the softmax, this property
is not important for our application.

Both NCE and NEG have the noise distributionPn(w) as a free parameter. We investigated a number
of choices for Pn(w) and found that the unigram distribution U(w) raised to the 3/4rd power (i.e.,
U(w)3/4/Z) outperformed significantly the unigram and the uniform distributions, for both NCE
and NEG on every task we tried including language modeling (not reported here).

2.3 Subsampling of Frequent Words

In very large corpora, the most frequent words can easily occur hundreds of millions of times (e.g.,
“in”, “the”, and “a”). Such words usually provide less information value than the rare words. For
example, while the Skip-gram model benefits from observing the co-occurrences of “France” and
“Paris”, it benefits much less from observing the frequent co-occurrences of “France” and “the”, as
nearly every word co-occurs frequently within a sentence with “the”. This idea can also be applied
in the opposite direction; the vector representations of frequent words do not change significantly
after training on several million examples.

To counter the imbalance between the rare and frequent words, we used a simple subsampling ap-
proach: each word wi in the training set is discarded with probability computed by the formula

P (wi) = 1 −
√

t

f(wi)
(5)

4

(Mikolov et al. 2013a, Fig. 2)

model syntactic semantic
word2vec 64% 55% (Mikolov et al. 2013b)
DSM 43% 60% (Baroni et al. 2014)
FastText 82% 87% (Mikolov et al. 2018)
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What is semantic similarity? Attributional similarity & quantitative evaluation

The Google analogy task
Mikolov et al. (2013b,a)

But what is the task here?
Table 1: Examples of five types of semantic and nine types of syntactic questions in the Semantic-
Syntactic Word Relationship test set.

Type of relationship Word Pair 1 Word Pair 2
Common capital city Athens Greece Oslo Norway
All capital cities Astana Kazakhstan Harare Zimbabwe
Currency Angola kwanza Iran rial
City-in-state Chicago Illinois Stockton California
Man-Woman brother sister grandson granddaughter
Adjective to adverb apparent apparently rapid rapidly
Opposite possibly impossibly ethical unethical
Comparative great greater tough tougher
Superlative easy easiest lucky luckiest
Present Participle think thinking read reading
Nationality adjective Switzerland Swiss Cambodia Cambodian
Past tense walking walked swimming swam
Plural nouns mouse mice dollar dollars
Plural verbs work works speak speaks

4.1 Task Description

To measure quality of the word vectors, we define a comprehensive test set that contains five types
of semantic questions, and nine types of syntactic questions. Two examples from each category are
shown in Table 1. Overall, there are 8869 semantic and 10675 syntactic questions. The questions
in each category were created in two steps: first, a list of similar word pairs was created manually.
Then, a large list of questions is formed by connecting two word pairs. For example, we made a
list of 68 large American cities and the states they belong to, and formed about 2.5K questions by
picking two word pairs at random. We have included in our test set only single token words, thus
multi-word entities are not present (such as New York).

We evaluate the overall accuracy for all question types, and for each question type separately (se-
mantic, syntactic). Question is assumed to be correctly answered only if the closest word to the
vector computed using the above method is exactly the same as the correct word in the question;
synonyms are thus counted as mistakes. This also means that reaching 100% accuracy is likely
to be impossible, as the current models do not have any input information about word morphology.
However, we believe that usefulness of the word vectors for certain applications should be positively
correlated with this accuracy metric. Further progress can be achieved by incorporating information
about structure of words, especially for the syntactic questions.

4.2 Maximization of Accuracy

We have used a Google News corpus for training the word vectors. This corpus contains about
6B tokens. We have restricted the vocabulary size to 1 million most frequent words. Clearly, we
are facing time constrained optimization problem, as it can be expected that both using more data
and higher dimensional word vectors will improve the accuracy. To estimate the best choice of
model architecture for obtaining as good as possible results quickly, we have first evaluated models
trained on subsets of the training data, with vocabulary restricted to the most frequent 30k words.
The results using the CBOW architecture with different choice of word vector dimensionality and
increasing amount of the training data are shown in Table 2.

It can be seen that after some point, adding more dimensions or adding more training data provides
diminishing improvements. So, we have to increase both vector dimensionality and the amount
of the training data together. While this observation might seem trivial, it must be noted that it is
currently popular to train word vectors on relatively large amounts of data, but with insufficient size

6

(Mikolov et al. 2013b, Tab. 1)
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What is semantic similarity? Attributional similarity & quantitative evaluation

The CogALex-V shared task
Santus et al. (2016)

Relation Tag Template Example Training Testing
Synonymy SYN W2 can be used with the

same meaning as W1
candy-sweet,
apartment-flat

167 235

Antonymy ANT W2 can be used as the oppo-
site of W1

clean-dirty, add-
take

241 360

Hypernymy HYPER W1 is a kind of W2 cannabis-plant,
actress-human

255 382

Part-whole
meronymy

PART OF W1 is a part of W2 calf-leg, aisle-
store

163 224

Random
word

RANDOM None of the above relations
apply

accident-fish,
actor-mild

2228 3059

Table 1: Semantic relations in the shared task dataset

the relata. These pairs – approximately three times as many as related pairs – are intended to act as
noise for the models. They may contain associated words (e.g. coffee – cup, brick – build), but pairs
accidentally holding any of the four semantic relations above were filtered out manually.4

The dataset is particularly challenging for several reasons. First, it does not provide part-of-speech
information for the words in the pairs, leaving the participant systems with the burden of disambiguation
(e.g. fire – shoot are synonyms only when both are interpreted as verbs). Second, several words were
interpreted in a specific meaning that does not always correspond to the dominant sense (e.g. compact
– car, where compact is a noun referring to a specific kind of car). Third, it combines relations in-
herited from a lexical resource like WordNet with relations that were obtained by crowdsourcing and
pattern-based extraction (in ConceptNet), making their definitions less consistent. Fourth, the terms in
EVALution are stemmed, thereby denying systems the possibility of using morphological clues as fea-
tures for the classification. Finding semantic relations between morphologically heterogeneous words is
an additional challenge, but it is very likely that NLP applications (e.g. those for paraphrase generation
and entailment verification) would benefit from the ability to focus on semantics while ignoring morpho-
logical differences. These difficulties sometimes appear together, e.g. in the hypernymic pair stable –
build, where stable is used in the sense of ”a building with stalls where horses, cattle, etc., are kept and
fed”5 and build is the stemmed form of building.

Although the above-mentioned difficulties could impact the possible performance of the competing
systems, they stem from the very nature of natural language semantics. This is confirmed by the fact
that CrowdFlower workers were clearly able to identify those pairs as semantically related. During the
analysis of the systems, EVALution 1.0 metadata can be used for pinpointing the sources of problems.

3.3 Participants

The CogALex-V shared task had 7 participating teams in subtask 1, and 6 of these teams also took part
in subtask 2. The methods and corpora used by these teams are summarized in table 2.

4 Results

4.1 Evaluation procedure

The participants were provided with a Python script for the evaluation. Given the gold standard and
a system output file as input, it calculated precision, recall and their harmonic mean F1 for related
pairs (in subtask 1) or semantic relations (in subtask 2), ignoring the unrelated pairs. In subtask 2, for
example, scores were computed for synonymy (SYN), antonymy (ANT), hypernymy (HYPER) and part-
whole meronymy (PART OF); the overall ranking of the systems was based on their weighted average.

4As the filtering was carried out by only two annotators, it is possible that a few such accidentally related pairs may have
been overlooked.

5http://www.wordreference.com/definition/stable (retrieved on 3rd of November 2016)

73

(Santus et al. 2016, Tab. 1)

I Task A: categorize pair as random vs. related (all other)
I best system: F1 = 79.0% (GHHH)
I best DSM: F1 = 77.8% (Mach5)

I Task B: categorize as syn, ant, hyper, part or random
I best system: F1 = 44.5% (LexNet)
I best DSM: F1 = 29.5% (Mach5 + SVM classifier)
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What is semantic similarity? Attributional similarity & quantitative evaluation

Mach5: A cautionary tale
Evert (2016)

I DSM optimization for Task A was highly successful, but
yielded counter-intuitive parameter settings

+ Only feature ranks 20k–70k (DepFilt) / 50k–100k (DepStruct)
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What is semantic similarity? Attributional similarity & quantitative evaluation

Mach5: A cautionary tale
Evert (2016)

I Nearest neighbours are unsatisfactory, e.g. for play:
playing (54.1◦), star (62.8◦), reunite (62.9◦), co-star (64.3◦), reprise
(64.4◦), player (66.7◦), score (68.5◦), audition (69.2◦), sing (69.4◦),
actor (69.5), understudy (69.6), game (70.3), . . .
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Parameter evaluation Evaluation strategies
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Parameter evaluation Evaluation strategies

DSM evaluation in published studies

I One model, many tasks (Padó & Lapata 2007; Baroni & Lenci
2010; Pennington et al. 2014)

I A novel DSM is proposed, with specific features & parameters
I This DSM is tested on a range of different tasks

(e.g. TOEFL, priming, semantic clustering)

I Incremental tuning of parameters (Bullinaria & Levy 2007,
2012; Kiela & Clark 2014; Polajnar & Clark 2014)

I Several parameters (e.g., scoring measure, distance metric,
dimensionality reduction)

I Many tasks (e.g. TOEFL, semantic & syntactic clustering)
I Varying granularity of parameter settings
I One parameter (sometimes two) varied at a time, with all other

parameters set to fixed values or optimized for each setting
I Optimal parameter values are determined sequentially
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Parameter evaluation An example (Bullinaria & Levy 2007, 2012)
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Parameter evaluation An example (Bullinaria & Levy 2007, 2012)

Bullinaria & Levy (2007, 2012)
I One of the first systematic evaluation studies
I Test influence of many standard parameter settings

I frequency weighting + distance measure
I co-occurrence window, structured vs. unstructured
I corpus type & size, number of feature dimensions
I dimensionality reduction (SVD), number of latent dimension

I In four different evaluation tasks
I TOEFL
I distance comparison: related word vs. 10 random words
I semantic categorization: nearest-centroid classifier
I syntactic categorization (2007)
I semantic clustering of nouns (2012)

I Novel parameters
I skipping of first latent dimensions (with highest variance)
I Caron’s (2001) P: power-scaling of singular values
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Parameter evaluation An example (Bullinaria & Levy 2007, 2012)

TOEFL results: feature weighting & distance measure
(Bullinaria & Levy 2007, p. 516, Fig. 1)

516    BULLINARIA AND LEVY

horizontal axis shows the word count (i.e., frequency) of 
the target word in the corpus. As one would hope, the dis-
tances between target and control words are larger than 
those between semantically related words, which in turn 
are greater than those between identical words. The dif-
ferences are even clearer in the plots of the distance ratios 
shown in the graphs on the right. Control/Related ratios 
greater than one correspond to a successful semantic relat-
edness distinction and good performance on our semantic 
tasks. Same/Related ratios of less than one indicate good 
statistical reliability of the vectors.

From a statistical point of view, one would expect the 
vector quality to be better for large corpus sizes and for 
high frequency words. We can see both these effects clearly 
in Figure 2. The upper graphs correspond to two 44.8 mil-
lion word halves of the full BNC corpus. The lower two 
graphs correspond to two 4.6 million word subcorpora, 
which correspond to the corpus size in the Landauer & 
Dumais (1997) study. On the left, the best fit lines for the 

three classes show clear word count effects, with smaller 
related and same word distances for higher frequencies 
and larger corpora. On the right, the pattern is clearer in 
the ratio plots, and we can see how the semantic vector 
quality is compromised if the word frequency or corpus 
size becomes too small.

We can conclude that our vectors do show reasonable 
statistical reliability, and exhibit the expected effects of se-
mantic relatedness, word frequency and corpus size. It also 
appears that the performance degrades gracefully as the 
corpus size is reduced toward that of typical human experi-
ence, but we shall need to look at that in more detail later.

Varying the Context Window
The plots in Figure 2 were based on the simplest co-

occurrence counts possible, namely a window of a single 
word on each side of the target word. The most obvious 
variation is to extend this window to include W words on 
each side (a rectangular window). It is also natural to con-

Figure 1. The best performance obtained on the four tasks for each of the vector types and distance measures.
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L1-normalized). All other parameters optimized for each setting.
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Parameter evaluation An example (Bullinaria & Levy 2007, 2012)

TOEFL results: size & type of co-occurrence window
(Bullinaria & Levy 2012, p. 893, Fig. 1)

not as straightforward as it sounds, because the results
depend on the number of frequency-ordered context dimen-
sions used—and in different ways, depending on the task
and window size. Consequently, the performances plotted
for each task here are the maxima of the smoothed perfor-
mance versus dimension curves for each window size. It
will be seen from the forthcoming graphs of performance
against dimensions that this gives more reliable results than
does simply extracting the actual maxima from across the
full range of dimensions or choosing a particular number of
dimensions. This highlights the need to carry out a full
systematic study of the parameter variations.

The general pattern of results is reassuringly similar to
that found with the previously studied BNC corpus (Bullinaria
& Levy, 2007). The performance again deteriorates with
increased window size for all tasks, and the symmetric win-
dows (L + R and L&R) tend to perform better than the
asymmetric windows (L and R). One observation, which
was not clear in the earlier study, is that the L&R vectors
perform here slightly better than the L + R vectors on two of

the tasks and equally well on the other two. Both vector types
were used for the tests in the remainder of this study, and
overall there proved to be no consistent advantage of one over
the other. Results will be presented only for the more conven-
tional L + R vectors and the clear optimal window size of one.

The enhanced performance levels expected from the
much larger corpus have been observed, but it is still not
clear exactly how the quality of the ukWaC compares with
that of the previously studied BNC or whether the larger
ukWaC has brought the performances up to ceiling levels for
the approach under investigation. To explore those issues,
the performances on the four semantic tasks were deter-
mined for a range of corpus sizes achieved by splitting each
corpus into N equally sized disjoint subsets (N 0 1, 2, 4,
8 for the BNC, N 0 1, 2, 3, 6, 12, 24 for the ukWaC).
Figure 2 shows the performance means over each set of N
subcorpora with standard error bars. For each semantic task,
the hand-crafted BNC not surprisingly outperforms equiva-
lent sized subsets of the Web-crawled ukWaC, but for larger
corpus sizes, the ukWaC does eventually perform better than
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Fig. 1 Best smoothed performance on the four semantic tasks as a function of window size and each of the four window types (L, R, L + R, L&R)
for PPMI vectors with up to 100,000 context components

Behav Res (2012) 44:890–907 893

ukWaC Web corpus. Positive PMI + cosine (Bullinaria & Levy 2007). Number of
feature dimensions optimized for each window size & task. No dimensionality
reduction. L&R = structured surface context (left/right).
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Parameter evaluation An example (Bullinaria & Levy 2007, 2012)

TOEFL results: corpus type & size
(Bullinaria & Levy 2012, p. 894, Fig. 2)

the full BNC on each task. There is still no clear sign of
having reached performance ceilings with the full ukWaC,
but the rate of improvement with corpus size is clearly
diminishing, even on a log scale.

Function word stop-lists

Function words are frequently considered uninformative for
computations related to lexical semantics, because they
serve to define the syntactic role of a content word, rather
than to enable semantic distinctions to be made between
content words. The most frequent words in a language tend
to be function words, and so discarding them greatly reduces
the size of a corpus and the complexity of computing its
statistical properties. Consequently, they are often not used
when semantic vectors are generated on the basis of corpus
statistics (e.g., Rapp, 2003), with the belief either that this
allows a reduction in model size and computational effort
without a significant drop in performance or that it can

actually improve performance. Some past studies have
already indicated that removing them does not affect perfor-
mance for the type of tasks and vectors studied here (Levy &
Bullinaria, 2001), but a more exhaustive exploration is still
warranted, because their removal could easily result in the loss
of enough noise/information to lead to increased/decreased
performance. There are two distinct ways such a stop-list
could be applied: removing those words from the whole
corpus before collecting the co-occurrence counts, or just
deleting the corresponding components from the standard
corpus vectors. To a first approximation, removing them from
the corpus will be roughly equivalent to using a larger window
on the whole corpus and just ignoring the associated corpus
vector components. However, it is not obvious how the dif-
ference will affect performance, so both were implemented.

The results of both approaches, using the same stop-list
of 201 function words, are shown as a function of the
number of frequency-ordered context dimensions in Fig. 3.
They are compared with the baseline results obtained without
a stop-list and with those obtained by simply removing the
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Fig. 2 Mean performance with standard error bars on the four semantic tasks as a function of corpus size, using disjoint subsets of the British
National Corpus (BNC) and ukWaC corpus, with L + R context window of size 1

894 Behav Res (2012) 44:890–907

L+R context of size 1. Average + standard error over equally-sized corpus slices.
Other parameter settings unclear.
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Parameter evaluation An example (Bullinaria & Levy 2007, 2012)

TOEFL results: feature dimensions & pre-processing
(Bullinaria & Levy 2012, p. 895, Fig. 4)

lemmatized versions of the ukWaC corpus (Baroni et al.,
2009). Equivalent stemming and lemmatization of the test
word sets is obviously also required. The stemming algo-
rithm can be applied to the test sets in exactly the same way
as the corpus. Lemmatization is more difficult because it
often depends on the “word context” and for a test set word
that has to be determined from the test set it appears in,
rather than the phrase it appears in. For example, the target
and four choice words in a TOEFL test question clearly need
to be lemmatized in an equivalent manner for the test to still
make sense. Changes of such word groups from plural to
singular or from past tense to present can be applied easily.
Dealing with word groups that include paired words like
“easygoing” and “relaxed” requires a little more thought but
is not an insurmountable problem.

The performance achieved on the four semantic tasks by
the vectors derived from the stemmed and lemmatized
corpora follow patterns of dependence on window type
and size similar to those shown in Fig. 1 for the standard
vectors, with minimal window sizes still the best. The

results on the four tasks for the standard, stemmed, and
lemmatized versions with symmetric L + R windows of
size 1 are compared in Fig. 4. Overall, neither stem-
ming nor lemmatization provides a significant perfor-
mance advantage, although lemmatization does appear
to offer a slight advantage for the distance and semantic
categorization tasks. The most noticeable difference
occurs for the TOEFL task, where both stemming and
lemmatization introduce a clear performance peak
around 4,000 dimensions and a significant drop in per-
formance for more dimensions. The cause of that is not
obvious, but similar peaks were observed in the results
for the unstemmed BNC (Bullinaria & Levy, 2007) and
attributed to the trade-off between extra information and
extra noise being introduced with the additional dimen-
sions. In conclusion, simple stemming offers no benefit,
and the increases in performance provided by lemmati-
zation are modest and, perhaps, are worthwhile only if
every last percentage of performance is required and a
lemmatized corpus is already available.

100000100001000100
60

70

80

90

Standard
Stemmed
Lemmatized

Dimensions

P
er

ce
nt

TOEFL

100000100001000100
85

90

95

100

Standard
Stemmed
Lemmatized

Dimension

P
er

ce
nt

Distance

100000100001000100
45

60

75

90

Standard
Stemmed
Lemmatized

Dimensions

P
er

ce
nt

Sem. Categ.

100000100001000100
45

60

75

90

Standard
Stemmed
Lammatized

Dimensions

P
er

ce
nt

Purity

Fig. 4 Performance on the four semantic tasks as a function of number of context dimensions for the standard, stemmed, and lemmatized corpora
with L + R context window of size 1

896 Behav Res (2012) 44:890–907

ukWaC corpus. L+R context of size 1. Other parameters presumably as above.
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Parameter evaluation An example (Bullinaria & Levy 2007, 2012)

TOEFL results: dimensionality reduction
(Bullinaria & Levy 2012, p. 898, Fig. 5)

SVD. Clearly, since S is diagonal, the columns of X are still
orthogonal. Then, P > 1 gives more emphasis to the initial
components of X (corresponding to large SVs), and P < 1
gives more emphas i s to the la te r componen t s
(corresponding to small SVs). This idea can easily be ap-
plied to the approach of this article, and Fig. 6 shows the
performance on the four semantic tasks for P 0 0.25 (P 0
0.25), as compared with the standard P 0 1 (PCs 1+) and the
raw PPMI vectors (Standard), each starting with the 50k
matrix. It is clear that the smaller value of P does result in
improved performance for all four tasks.

An alternative and more straightforward way to reduce
the contribution of the initial PCs would be to simply
remove them altogether. The fourth line in the graphs of
Fig. 6 (PCs 101+) shows what happens when the first 100
PCs are removed—that is, the D dimensions used are the PC
vector components 101 to 100 + D. The performance is
again improved for all four tasks, to a level similar to that
obtained by the Caron (2001) approach. The implication is
that the highest variance components tend to be contaminated

most by aspects other than lexical semantics and that, conse-
quently, if those contributions are reduced or deleted, the
vectors that remain are better representations of semantics.

One natural conjecture would be that it is the function
word dimensions that account for the variance that proves
beneficial to exclude. However, a remarkably similar pattern
of results is found for the PCs obtained using the corpus that
has had all those words removed in the manner described
above. That also provides evidence of the robustness of the
effect with respect to the size and content of the corpus used.

The optimal value of P for the Caron (2001) approach or
the optimal number of initial PC dimensions to remove and
the optimal number of dimensions used are found to depend
on the task and corpus involved. That will obviously make it
more difficult to identify good general purpose methods
here, but Caron found even more pronounced task and data
set dependencies in his LSA-based study, so this aspect is
not actually as bad as might have been anticipated. Figure 7
shows a typical pattern for the 50k initial matrix and 5,000
dimensions used. For the Caron approach (left graph), there
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Fig. 5 Performance using the standard corpus on the four semantic
tasks as a function of vector dimensionality for the standard frequency-
ordered positive pointwise mutual information vectors (Standard) and

the principal component (PC) vectors with three different starting
matrix sizes (PCs 50k, PCs 25k, PCs 12k)
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ukWaC corpus. Positive PMI + cosine. Standard = no dimensionality reduction.
Other: number of latent dimensions for 12k, 25k and 50k original feature dimensions.
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Parameter evaluation An example (Bullinaria & Levy 2007, 2012)

Semantic categorization: dimensionality reduction
(Bullinaria & Levy 2012, p. 898, Fig. 5)

SVD. Clearly, since S is diagonal, the columns of X are still
orthogonal. Then, P > 1 gives more emphasis to the initial
components of X (corresponding to large SVs), and P < 1
gives more emphas i s to the la te r componen t s
(corresponding to small SVs). This idea can easily be ap-
plied to the approach of this article, and Fig. 6 shows the
performance on the four semantic tasks for P 0 0.25 (P 0
0.25), as compared with the standard P 0 1 (PCs 1+) and the
raw PPMI vectors (Standard), each starting with the 50k
matrix. It is clear that the smaller value of P does result in
improved performance for all four tasks.

An alternative and more straightforward way to reduce
the contribution of the initial PCs would be to simply
remove them altogether. The fourth line in the graphs of
Fig. 6 (PCs 101+) shows what happens when the first 100
PCs are removed—that is, the D dimensions used are the PC
vector components 101 to 100 + D. The performance is
again improved for all four tasks, to a level similar to that
obtained by the Caron (2001) approach. The implication is
that the highest variance components tend to be contaminated

most by aspects other than lexical semantics and that, conse-
quently, if those contributions are reduced or deleted, the
vectors that remain are better representations of semantics.

One natural conjecture would be that it is the function
word dimensions that account for the variance that proves
beneficial to exclude. However, a remarkably similar pattern
of results is found for the PCs obtained using the corpus that
has had all those words removed in the manner described
above. That also provides evidence of the robustness of the
effect with respect to the size and content of the corpus used.

The optimal value of P for the Caron (2001) approach or
the optimal number of initial PC dimensions to remove and
the optimal number of dimensions used are found to depend
on the task and corpus involved. That will obviously make it
more difficult to identify good general purpose methods
here, but Caron found even more pronounced task and data
set dependencies in his LSA-based study, so this aspect is
not actually as bad as might have been anticipated. Figure 7
shows a typical pattern for the 50k initial matrix and 5,000
dimensions used. For the Caron approach (left graph), there
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Fig. 5 Performance using the standard corpus on the four semantic
tasks as a function of vector dimensionality for the standard frequency-
ordered positive pointwise mutual information vectors (Standard) and

the principal component (PC) vectors with three different starting
matrix sizes (PCs 50k, PCs 25k, PCs 12k)

898 Behav Res (2012) 44:890–907

ukWaC corpus. Positive PMI + cosine. Standard = no dimensionality reduction.
Other: number of latent dimensions for 12k, 25k and 50k original feature dimensions.
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Parameter evaluation An example (Bullinaria & Levy 2007, 2012)

Combined results: skipping first latent dimensions
(Bullinaria & Levy 2012, p. 900, Fig. 7)

that larger corpus sizes (and hence, higher frequencies) were
crucial for obtaining the best performance. Moreover, Fig. 2
shows that, even with the much larger ukWaC, there is still
no sign of reaching ceiling performance levels with respect
to corpus size. This is unfortunate given that the best way to
analyze the results involves testing on many independent
corpora, computing means and standard errors, and using
statistical tests to determine the significance of the differ-
ences. The problem is that splitting the available corpus into
many subcorpora for such analysis leads to a significant
reduction in performance (as is shown in Fig. 2), and there
is a natural reluctance to do that. A reasonable compromise
is to present the results from the full-size corpus, as above,
but repeat the key experiments using a series of distinct
subcorpora to get an idea of statistical variability and
significance.

The full ukWaC corpus used above was therefore split
into 12 disjoint subsets of approximately 165 million words
each; the experimental results above were recomputed as
means over the 12 subcorpora, with standard error bars, and
the significances of differences were determined using t
tests. No significant differences were found to result from
the stop-listing or stemming, but there were highly signifi-
cant improvements obtained by performing SVD. Figure 8
shows the mean performances on the four semantic tasks as
a function of the Caron P value for the three starting matrix
sizes with the optimal number of dimensions used in each
case. The positions of the peaks are more variable here than
in the full corpus case shown in Fig. 7, but in each case there
is a statistically significant improvement over the standard
corpus vectors [paired two-tailed t tests, t(11) > 5.92, p <
.0001 for all tasks], and the optimal P value is no more than
0.6 for any task. Figure 9 shows the equivalent perform-
ances for standard SVD (Caron P 0 1) as a function of the
number of excluded initial PC dimensions. Again, the

positions of the peaks are rather variable, but in each case
there is a statistically significant improvement over the
standard corpus vectors [paired two-tailed t test, t(11) >
5.92, p < .0001 for all tasks], and the optimal number of
excluded dimensions is at least 20 for all tasks.

The performances obtained from the smallest starting
matrix (12k) are significantly worse than those from the
larger starting matrices (25k, 50k), but overall there is no
significant difference between the performances from the
two larger starting matrices. The lack of improvement from
starting with matrices larger than 25k is consistent with the
expectation that using more dimensions does not help,
because of the statistical unreliability of the measured
co-occurrence probabilities for the lowest frequency words.
The differences between the peak performances from the
Caron and excluded dimensions approaches are not signif-
icant for any of the four semantic tasks [paired two-tailed t
test, t(11) < 2.20, p > .05 in each case]. It may be that the
optimal parameter values become more consistent across the
different semantic tasks as the corpus becomes larger and
more representative, but much larger corpora than currently
available will be needed to test that.

The TOEFL task was designed to be hard (even for
humans) and involves a number of rather low-frequency
words, so it is not surprising to see a large variance in its
performance levels. However, it is not so easy to understand
why, in Figs. 5, 6, 7, 8, 9, the TOEFL task behaves so
differently from the other semantic tasks (even the closely
related distance comparison task), with both the Caron
(2001) approach and the exclusion of the initial PCs leading
to relatively large levels of improvement in performance and
the best performance levels occurring at a much larger
number of excluded dimensions. If the TOEFL task is used
as just one of many test tasks, these differences should not
be a problem, but it has actually become a standard measure
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Fig. 7 Performance using the standard corpus on the four semantic tasks as a function of the Caron P value (left) and the number of initial principal
components (PCs) excluded (right), using 5,000 PCs from the standard corpus 50k matrix

900 Behav Res (2012) 44:890–907

ukWaC corpus with standard settings. 50k feature dimensions reduced to 5000 latent
dimensions.
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Parameter evaluation An example (Bullinaria & Levy 2007, 2012)

TOEFL results: power scaling (Caron’s P)
(Bullinaria & Levy 2012, p. 900, Fig. 7)

that larger corpus sizes (and hence, higher frequencies) were
crucial for obtaining the best performance. Moreover, Fig. 2
shows that, even with the much larger ukWaC, there is still
no sign of reaching ceiling performance levels with respect
to corpus size. This is unfortunate given that the best way to
analyze the results involves testing on many independent
corpora, computing means and standard errors, and using
statistical tests to determine the significance of the differ-
ences. The problem is that splitting the available corpus into
many subcorpora for such analysis leads to a significant
reduction in performance (as is shown in Fig. 2), and there
is a natural reluctance to do that. A reasonable compromise
is to present the results from the full-size corpus, as above,
but repeat the key experiments using a series of distinct
subcorpora to get an idea of statistical variability and
significance.

The full ukWaC corpus used above was therefore split
into 12 disjoint subsets of approximately 165 million words
each; the experimental results above were recomputed as
means over the 12 subcorpora, with standard error bars, and
the significances of differences were determined using t
tests. No significant differences were found to result from
the stop-listing or stemming, but there were highly signifi-
cant improvements obtained by performing SVD. Figure 8
shows the mean performances on the four semantic tasks as
a function of the Caron P value for the three starting matrix
sizes with the optimal number of dimensions used in each
case. The positions of the peaks are more variable here than
in the full corpus case shown in Fig. 7, but in each case there
is a statistically significant improvement over the standard
corpus vectors [paired two-tailed t tests, t(11) > 5.92, p <
.0001 for all tasks], and the optimal P value is no more than
0.6 for any task. Figure 9 shows the equivalent perform-
ances for standard SVD (Caron P 0 1) as a function of the
number of excluded initial PC dimensions. Again, the

positions of the peaks are rather variable, but in each case
there is a statistically significant improvement over the
standard corpus vectors [paired two-tailed t test, t(11) >
5.92, p < .0001 for all tasks], and the optimal number of
excluded dimensions is at least 20 for all tasks.

The performances obtained from the smallest starting
matrix (12k) are significantly worse than those from the
larger starting matrices (25k, 50k), but overall there is no
significant difference between the performances from the
two larger starting matrices. The lack of improvement from
starting with matrices larger than 25k is consistent with the
expectation that using more dimensions does not help,
because of the statistical unreliability of the measured
co-occurrence probabilities for the lowest frequency words.
The differences between the peak performances from the
Caron and excluded dimensions approaches are not signif-
icant for any of the four semantic tasks [paired two-tailed t
test, t(11) < 2.20, p > .05 in each case]. It may be that the
optimal parameter values become more consistent across the
different semantic tasks as the corpus becomes larger and
more representative, but much larger corpora than currently
available will be needed to test that.

The TOEFL task was designed to be hard (even for
humans) and involves a number of rather low-frequency
words, so it is not surprising to see a large variance in its
performance levels. However, it is not so easy to understand
why, in Figs. 5, 6, 7, 8, 9, the TOEFL task behaves so
differently from the other semantic tasks (even the closely
related distance comparison task), with both the Caron
(2001) approach and the exclusion of the initial PCs leading
to relatively large levels of improvement in performance and
the best performance levels occurring at a much larger
number of excluded dimensions. If the TOEFL task is used
as just one of many test tasks, these differences should not
be a problem, but it has actually become a standard measure
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Fig. 7 Performance using the standard corpus on the four semantic tasks as a function of the Caron P value (left) and the number of initial principal
components (PCs) excluded (right), using 5,000 PCs from the standard corpus 50k matrix

900 Behav Res (2012) 44:890–907

ukWaC corpus with standard settings. 50k feature dimensions reduced to 5000 latent
dimensions. Neutral value is P = 1.
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A large scale evaluation study

A (very) large-scale evaluation study

(Lapesa & Evert 2014)
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A large scale evaluation study Tasks & parameters
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A large scale evaluation study Tasks & parameters

Tasks

1. Classification
I TOEFL80: multiple-choice classification task

(Landauer & Dumais 1997)

2. Correlation to Similarity Ratings
I RG65: 65 noun pairs (Rubenstein & Goodenough 1965)
I WordSim353: 351 noun pairs (Finkelstein et al. 2002)

3. Semantic Clustering
I Battig82: 82 nouns, 10 classes (Van Overschelde et al. 2004)
I AP402: 402 nouns, 21 classes (Almuhareb 2006)
I ESSLLI08_Nouns: 44 nouns, 6 classes
I Mitchell: 60 nouns, 12 classes (Mitchell et al. 2008)
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A large scale evaluation study Tasks & parameters

Distributional models: general features

I Term-term distributional semantic models (bag-of-words)
I Target terms (rows)

I vocabulary from Distributional Memory (Baroni & Lenci 2010)
+ terms from evaluation datasets

I 27522 lemma types
I Feature terms (columns)

I filtered by part-of-speech (nouns, verbs, adjectives, adverbs)
I further context selection determined by two model parameters

Distributional models were compiled and evaluated using the IMS Corpus
Workbench1, the UCS toolkit2 and the wordspace package for R.

1http://cwb.sf.net/
2http://www.collocations.de/software.html
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A large scale evaluation study Tasks & parameters

Evaluated parameters
Building the co-occurrence matrix

1. Source corpus: BNC, Wackypedia, UkWac

Our source corpora – standard choices in distributional semantics – differ
in both size and quality. Is there a quantity/quality trade-off?

2. Window (= surface span)
I Direction: directed (= structured), undirected
I Size: 1, 2, 4, 8, 16 words

We expect those parameters to be crucial as they determine the
granularity (direction) and amount (size) of shared context involved in
the computation of similarity.
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A large scale evaluation study Tasks & parameters

Evaluated parameters
Selecting dimensions from the co-occurrence matrix

3. Feature selection:
I Criterion: frequency, number of non-zero entries
I Threshold: top n dimensions (n = 5000, 10000, 20000,

50000, 100000)

How many context dimensions (words) are needed for DSMs to perform
well in specific tasks? Are too many context dimensions detrimental?
What is the best selection criterion?
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A large scale evaluation study Tasks & parameters

Evaluated parameters
Weighting and scaling co-occurrence counts

4. Feature scoring: frequency, simple-ll, MI, Dice, t-score,
z-score, tf.idf

Association measures represent an interpretation of co-occurrence
frequency, and they emphasize different types of collocations (Evert
2008). Does this have an effect on DSM performance?

5. Transformation: none, logarithmic, square root, sigmoid

Transformations reduce the skewness of feature scores.

© Evert/Lenci/Baroni/Lapesa (CC-by-sa) DSM Tutorial – Part 3 wordspace.collocations.de 49 / 108

A large scale evaluation study Tasks & parameters

Evaluated parameters
Dimensionality reduction

6. Dimensionality reduction with randomized SVD:
I number of reduced dimensions: 100, 300, 500, 700, 900
I number of skipped dimensions: 0, 50, 100

Dimensionality reduction is expected to improve semantic representation
and make computations more efficient. How does SVD interact with the
other parameters? Bullinaria & Levy (2012) report improvements in some
tasks (e.g. TOEFL) when the first latent dimensions (with highest
variance) are discarded. Does this result generalize to our tasks/datasets?
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A large scale evaluation study Tasks & parameters

Evaluated parameters
Computation and usage of distances

7. Distance metric: cosine (angular distance), manhattan

Both are symmetric, while cognitive processes are often asymmetric

8. Index of distributional relatedness
I distance: dist(a, b)
I neighbor rank, calculated differently for different tasks:

F TOEFL: backward rank, i.e. rank(b, a)
F Ratings and Clustering: average of logarithmic forward and

backward rank, i.e.
(
log rank(a, b) + log rank(b, a)

)
/2

This parameter allows us to account for asymmetries: rank(b, a) is
different from rank(a, b). While cognitively plausible, neighbor rank is
computationally expensive: does it improve the performance of DSMs?
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A large scale evaluation study Methodology for DSM Evaluation
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A large scale evaluation study Methodology for DSM Evaluation

How many models did we end up with?
... and how do we make sense of all those results?

I We tested all the possible parameter combinations (we will see
later that this is crucial for our evaluation methodology)

I 537600 model runs (33600 in the unreduced setting, 504000
in the reduced setting)

I The models were generated and evaluated on a large HPC
cluster at FAU Erlangen-Nürnberg as well as servers at the
University of Stuttgart, within approximately 5 weeks
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A large scale evaluation study Methodology for DSM Evaluation

Evaluation methodology: linear regression
Our proposal for a robust evaluation of DSM parameters

I Attempts to predict the values of a “dependent” variable from
one or more “independent” variables and their combinations

I Is used to understand which independent variables are closely
related to the dependent variable, and to explore the forms of
these relationships

Example
Dependent variable: income
Independent variables: gender, age, ethnicity, education level,
first letter of the surname (hopefully not significant)
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A large scale evaluation study Methodology for DSM Evaluation

Evaluation methodology: linear regression
Our proposal for a robust evaluation of DSM parameters

We use linear models to analyze the influence of different DSM
parameters and their combinations on DSM performance
I dependent variable = performance

(accuracy, correlation coefficient, purity)
I independent variables = model parameters

(e.g., source corpus, window size, window direction)

We want to understand which of the parameters are related to the
dependent variable, i.e., we want to find the parameters whose
manipulation has the strongest effect on DSM performance.
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A large scale evaluation study Methodology for DSM Evaluation

DSM evaluation and linear regression
Toy example: a 2 × 2 × 2 design

Corpus Window size Window direction Accuracy
ukWaC 1 directed 88
ukWaC 16 undirected 92
ukWaC 1 directed 91
ukWaC 16 undirected 93
BNC 1 undirected 80
BNC 16 undirected 53
BNC 1 directed 72
BNC 16 directed 71

Accuracy = β0 + β1(corpus) + β2(window size) + β3(window direction)
+ β4(corpus: window size) + β5(corpus: window direction)+
+ β6(window size: window direction) + ε

*we’re aware that this regression model is almost saturated . . .
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A large scale evaluation study Methodology for DSM Evaluation

DSM evaluation and linear regression
Analysis of variance

Goal: quantify the impact of a specific parameter (or interaction) on DSM
performance, in terms of the proportion of variance explained by the parameter

Key notions:
I R2 (R squared)

I proportion of explained variance, i.e.

1 − residual variance of ε
variance of dependent variable

I calculated (i) for the full model (Ü how well the model exlains the
experimental results) as well as (ii) for specific parameters and
interactions (quantifying how much they contribute to predictions)

I Feature ablation
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A large scale evaluation study Methodology for DSM Evaluation

DSM evaluation and linear regression
Analysis of variance: feature ablation

Feature ablation
Proportion of variance explained by a parameter together with all
its interactions, corresponding to the reduction in R2 of the linear
model fit if this parameter is left out.

In our toy model with 3 parameters and all two-way interactions:
I Ablation(corpus) = R2(corpus) + R2(corpus: window size) + R2(corpus:

window direction)
I Ablation(window size) = R2(window size) + R2(corpus: window size) +

R2(window size: window direction)
I Ablation(window direction) = R2(window direction) + R2(corpus:

window direction) + R2(window size: window direction)
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A large scale evaluation study Evaluation on Standard Tasks
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A large scale evaluation study Evaluation on Standard Tasks

TOEFL multiple-choice classification task
Introducing the task

A collection of 80 multiple-choice questions from a synonym task
in the Test Of English as a Foreign Language (TOEFL)

TOEFL dataset
Target: consume – Choices: breed, catch, eat, supply
Target: constant – Choices: accidental, continuing, instant, rapid
Target: concise – Choices: free, positive, powerful, succinct

I A classification task
I If DSMs capture synonymy relations, we expect that the

distance between the target and the correct choice will be
smaller than to the wrong choices

I Performance: % accuracy
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A large scale evaluation study Evaluation on Standard Tasks

TOEFL task: performance
Unreduced versus Reduced Experiments
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TOEFL task: parameters and explained variance
Reduced setting: feature Ablation (model R2: 89%)
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TOEFL task: interactions
Reduced setting (R2 > 0.5)

Interaction Df R2

score:transformation 18 7.42
metric:dim.skip 2 4.44
score:metric 6 1.77
metric:orig.dim 4 0.98
window:transformation 12 0.91
corpus:score 12 0.84
score:orig.dim 24 0.64
metric:n.dim 4 0.63

TOEFL task: interactions, R2
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TOEFL task: Metric, Score, Transformation
Partial effect displays (Fox 2003)
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TOEFL task: Dimensionality Reduction
Partial effect displays (Fox 2003)
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TOEFL task: Corpus and Number of Feature Dimensions
Partial effect displays (Fox 2003)
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TOEFL task: Window and Relatedness Index
Partial effect displays (Fox 2003)
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TOEFL task: summary

TOEFL: best setting
I Corpus: ukWac
I Window: undirected, 2 words
I Feature selection: top 5000/10000 dimensions, based on frequency
I Score * Transformation: simple-ll * log
I Dimensionality Reduction: 900 latent dimensions, skipping the first 100
I Distance Metric: cosine
I Index of Distributional Relatedness: neighbor rank
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DSMs and similarity ratings
Introducing the task

RG65
65 pairs, rated from 0 to 4
gem – jewel : 3.94
grin – smile: 3.46
fruit – furnace: 0.05

WordSim353
353 pairs, rated from 1 to 10
announcement – news: 7.56
weapon – secret: 6.06
travel – activity : 5.00

I A prediction task
I If distributional representation are close to speakers’

conceptual representations, we expect to find some
correlation between distance in the semantic space and
speaker’s judgments concerning semantic similarity

I Performance: Pearson correlation r
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Similarity ratings: performance on RG65
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Similarity ratings: performance on WordSim353
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Similarity ratings: parameters and explained variance
Reduced setting: feature ablation (full model R2: RG65 86%; WS353 90%)

●

●

●

●

●

●

●

●

●

●

●exc_crit

direction

orig.dim

dim.skip

window

n.dim

rel.index

metric

transformation

corpus

score

0 10 20 30
Partial R2

●

RG

WordSim353

© Evert/Lenci/Baroni/Lapesa (CC-by-sa) DSM Tutorial – Part 3 wordspace.collocations.de 72 / 108



A large scale evaluation study Evaluation on Standard Tasks

Similarity ratings: interactions
Reduced setting (R2 > 0.5)

Interaction Df RG65 WordSim353
score:transf 18 10.28 8.66
metric:n.dim 4 2.18 1.42
window:transf 12 1.43 1.01
corpus:metric 2 1.83 0.51
score:metric 6 1.91 0.59
metric:orig.dim 4 1.08 0.62
corpus:score 12 0.77 0.82
window:score 24 0.77 0.69
score:dim.skip 12 0.58 0.85

Similarity ratings: interactions, R2
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Similarity ratings: Score, Transformation
Partial effect displays (Fox 2003)
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Similarity ratings: Relatedness Index
Partial effect displays (Fox 2003)
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Similarity ratings: Metric, Number of Feature Dimensions
Partial effect displays (Fox 2003)
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Similarity ratings: Number of Latent Dimensions
Partial effect displays (Fox 2003)
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Similarity ratings: Number of Skipped Dimensions
Partial effect displays (Fox 2003)
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Similarity ratings: Window Size, Transformation
Partial effect displays (Fox 2003)
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Summing up: Ratings

Ratings: best setting
I Corpus: wacky
I Window: undirected, 4 words
I Feature selection: top 20000/50000 dimensions, based on frequency
I Score * Transformation: simple-ll * log
I Dimensionality Reduction: 300 latent dimensions, skipping the first 50
I Distance Metric: cosine
I Index of Distributional Relatedness: neighbor rank
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DSMs and semantic clustering
Introducing the task

Almuhareb & Poesio
402 nouns, 21 classes
day =⇒ time
kiwi =⇒ fruit
kitten =⇒ animal
volleyball =⇒ game

ESSLLI categorization task
44 nouns, 6 classes
potato =⇒ green
hammer =⇒ tool
car =⇒ vehicle
peacock =⇒ bird

BATTIG set
82 nouns, 10 classes
chicken =⇒ bird
bear =⇒ land_mammal
pot =⇒ kitchenware
oak =⇒ tree

MITCHELL set
60 nouns, 12 classes
ant =⇒ insect
carrot =⇒ vegetable
train =⇒ vehicle
cat =⇒ animal

© Evert/Lenci/Baroni/Lapesa (CC-by-sa) DSM Tutorial – Part 3 wordspace.collocations.de 81 / 108

A large scale evaluation study Evaluation on Standard Tasks

DSMs and semantic clustering
Introducing the task

I A categorization task
I If distributional representations approximate human

conceptual representations, we expect word categorization
based on distributional features to produce concept clusters
similar to those in the gold standard datasets

I Performance: cluster purity
I classification accuracy for optimal cluster labelling
I percentage of nouns that belong to the majority category

within their cluster
I Partitioning around medoids (Kaufman & Rousseeuw 1990)

I implemented as pam() in R standard library
I direct comparison Ü equal to or even better than CLUTO
I works with arbitrary dissimilarity matrix
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Semantic clustering: performance
Overview: unreduced versus reduced experiments

Dataset Unreduced Reduced
Min Max Mean Min Max Mean

AP 0.15 0.73 0.56 0.13 0.76 0.54
BATTIG 0.28 0.99 0.77 0.23 0.99 0.78
ESSLLI 0.32 0.93 0.72 0.32 0.98 0.72
MITCHELL 0.26 0.97 0.68 0.27 0.97 0.69

Semantic clustering: summary of performance (purity)
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Semantic clustering: parameters and explained variance
Feature ablation (model R2 – AP: 82%; BATTIG: 77%; ESSLLI 58%; MITCHELL 73%)
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Semantic clustering: interactions
Reduced setting (R2 > 0.5)

Interaction Df AP BATTIG ESSLLI MITCHELL
score:transformation 18 7.10 7.95 7.56 11.42
window:metric 4 2.22 1.26 2.97 2.72
metric:n.dim 4 3.29 3.16 2.03 0.58
metric:dim.skip 2 2.25 1.54 2.77 0.86
window:transformation 12 2.00 2.95 0.88 2.66
corpus:metric 2 1.42 2.91 2.79 1.11
corpus:window 8 2.36 1.18 1.49 1.23
score:dim.skip 12 0.56 1.15 0.99 1.39
window:score 24 0.74 0.77 0.54 0.65

Clustering datasets: interactions, R2
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Semantic clustering: Score, Transformation
Partial effect displays (Fox 2003)
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Semantic clustering: Corpus
Partial effect displays (Fox 2003)
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Semantic clustering: Window Size, Metric
Partial effect displays (Fox 2003)
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Semantic clustering: Metric, Number of Latent Dimensions
Partial effect displays (Fox 2003)
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Semantic clustering: Number of Skipped Dimensions
Partial effect displays (Fox 2003)
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Semantic clustering: Relatedness Index
Partial effect displays (Fox 2003)
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Semantic clustering: Number of Feature Dimensions
Partial effect displays (Fox 2003)
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Summing up: Semantic Clustering

Clustering: best setting
I Corpus: wacky
I Window: undirected, 4 words
I Feature selection: top 50000 dimensions, based on frequency
I Score * Transformation: simple-ll * log (or t-score * log)
I Dimensionality Reduction: 300/500 latent dimensions,

no skipping necessary
I Distance Metric: cosine
I Index of Distributional Relatedness: neighbor rank
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Outline

What is semantic similarity?
Semantic similarity and relatedness
Attributional similarity & quantitative evaluation

Parameter evaluation
Evaluation strategies
An example (Bullinaria & Levy 2007, 2012)

A large scale evaluation study
Tasks & parameters
Methodology for DSM Evaluation
Evaluation on Standard Tasks
Summary & conclusion
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Does our evaluation methodology work?

1. What are the most explanatory parameters?
2. By inspecting the effect plots, we identified best settings for

every dataset: what is the performance of such best settings?
Are they close to the best runs in the experiment?

3. Is it possible to identify a general best setting that performs
reasonably well across all tasks?
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Summary: parameters
I Parameters with strong effect on DSM performance and

homogeneous behavior across tasks and datasets
I score
I transformation
I distance metric

I Parameters with strong effect on DSM performance, but
differences across tasks

I dimensionality reduction parameters
I window
I corpus (to a lesser extent)

I A less crucial parameter with homogeneous behavior
I number of context dimensions

I Parameters that have no or little effect on DSM performance
I criterion for context selection
I direction of the context window
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How about the index of distributional relatedness?
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Best settings and their performance

dataset corpus w o.dim sc tr m rel.ind n.dim d.sk best.s best.m

TOEFL ukwac 2 5k s-ll log cos rank 900 100 92.5 98.75
WS wacky 4 50k s-ll log cos rank 300 50 0.67 0.73
RG wacky 4 50k s-ll log cos rank 300 50 0.86 0.89
AP wacky 4 20k s-ll log cos rank 300 0 0.69 0.76
BATTIG wacky 8 50k s-ll log cos rank 500 0 0.98 0.99
ESSLLI wacky 2 20k t-sc log cos rank 300 0 0.77 0.98
MITCHELL wacky 4 50k s-ll log cos rank 500 0 0.88 0.97

Best settings for each dataset

w = window size, o.dim = number of feature dimensions, sc = scoring
function, tr = transformation, m = metric, d.sk = number of skipped
dimensions, best.s = performance of best setting for this dataset,
best.m = performance of best run for this dataset
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General settings
task corpus w o.dim sc tr. m rel.ind n.dim d.sk

TOEFL ukwac 2 5k s-ll log cos rank 900 100
Rating wacky 4 50k s-ll log cos rank 300 50
Clustering wacky 4 50k s-ll log cos rank 500 0
General wacky 4 50k s-ll log cos rank 500 50

General best settings

Task TOEFL RATINGS CLUSTERING GENERAL SoA

TOEFL 92.5 85.0 75.0 90.0 100.0
RG 0.85 0.86 0.84 0.87 0.86
WS 0.60 0.67 0.64 0.68 0.81
AP402 0.60 0.66 0.67 0.67 0.79
BATTIG 0.85 0.91 0.98 0.90 0.96
ESSLLI 0.70 0.77 0.80 0.77 0.91
MITCHELL 0.73 0.83 0.88 0.83 0.94

General best settings – Performance
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Conclusion

I Our results show that it is possible to find a single DSM
configuration that performs relatively well on every task

I The most explanatory parameters show similar behavior across
all tasks and datasets

I Simple-ll * Logarithmic Transformation
I Cosine Distance

I Parameters that show variation determine the amount and
nature of the shared context

I Context window: 4 is a good compromise solution
I Dimensionality reduction: skipping the first dimensions

(but not too many) generally helps
I Number of Feature Terms (to a lesser extent)
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Conclusion

I Among the source corpora, WaCkypedia appears to be a
better option than UkWaC for all tasks but TOEFL

I A good trade-off between quantity and quality?

I As an index of distributional relatedness, neighbor rank is
always better than distance, even if its contribution to model
performance varies across tasks

I Perhaps some tasks/datasets are less asymmetric than others?
I may need to exploit directionality in a more granular way

I But remember the Mach5 lession:
good evaluation results 6⇒ accurate semantic representation
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