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DS beyond NLP: Linguistic evaluation

DSM similarity & Linguistic Theory

1. Polysemy
▶ A textbook challenge, we will discuss the most intuitive

solution
☞ . . . available in wordspace!
☞ Code from the lecture and extensions in hands_on_day4.R

2. Compositionality
▶ Above and below word level

☞ Bonus evaluation dataset: derivational morphology in
(Lazaridou et al. 2013)

☞ Last part of hands_on_day4.R: perform your own standard
tasks on Lazaridou2013

3. Not all meaning is distributional
▶ Function words, proper names (literature pointers)

Great overview paper:
Distributional Semantics and Linguistic Theory (Boleda 2020)
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DS beyond NLP: Linguistic evaluation Polysemy

Polysemy in DSMs

▶ Problem: DSM vectors conflate contexts from different senses
of a word

▶ contexts of “bank”: money, river, account, swim, . . .
▶ vectors are displaced suboptimally (far from everything)

river
bank2

broker
bank1

bank
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Polysemy in DSMs
Observation: DSM vectors conflate contexts from word senses

▶ Solution: build a representation for each instance of the word
we want to disambiguate (Schütze 1998)

sentence vectors

Target: bank
bank1: The broker went to the bank to
secure his cash
bank2: The river bank was steep and
dangerous

money

water

river
steep

dangerous
bank2

secure

cash

broker
bank1

Application: word sense disambiguation
... can you think about another situation in which we may need it?
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Context vectors: can we do it in wordspace?
Yes :D

library(wordspace)
# S1: ‘‘Cats and dogs need their time’’
s1 <- "cat and dog need their time"
# S2: ‘‘Time is the cause not the effect’’
s2 <- "time is the cause not the effect"
# Ingredients: vectors for individual words
>TT <- DSM_TermTermMatrix
>TT

breed tail feed kill important explain likely
cat 84 17 8 38 0 2 0
dog 579 14 32 63 1 2 2
animal 45 11 86 136 13 5 4
time 19 8 29 134 94 44 100
reason 1 0 1 18 71 140 39
cause 0 1 0 3 55 35 51
effect 0 1 1 6 62 37 14
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Context vectors: can we do it in wordspace?
Yes :D

“cats and dogs need their time”
> context.vectors(TT, s1)

breed tail feed kill important explain likely
1 227.3333 13 23 78.33333 31.66667 16 34
# context.vectors() is taking the average of the values in each cell
> (TT[’cat’,’breed’]+TT[’dog’,’breed’]+TT[’time’,’breed’])/3
227.3333

“time is the cause not the effect”
round(context.vectors(TT, s2),3)

breed tail feed kill important explain likely
1 6.333 3.333 10 47.667 70.333 38.667 55
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Context vectors: can we do it in wordspace?
Almost there...

# context.vectors() can also take a list as an input
contexts <- round(context.vectors(TT, c(s1, s2)),2)
# The output is a matrix, let’s give it better rownames first
rownames(contexts) <- c("s1", "s2")
# ...and then append it to our original matrix
TT <- rbind(TT, contexts)
TT

breed tail feed kill important explain likely
cat 84.00 17.00 8 38.00 0.00 2.00 0
dog 579.00 14.00 32 63.00 1.00 2.00 2
animal 45.00 11.00 86 136.00 13.00 5.00 4
time 19.00 8.00 29 134.00 94.00 44.00 100
reason 1.00 0.00 1 18.00 71.00 140.00 39
cause 0.00 1.00 0 3.00 55.00 35.00 51
effect 0.00 1.00 1 6.00 62.00 37.00 14
s1 227.33 13.00 23 78.33 31.67 16.00 34
s2 6.33 3.33 10 47.67 70.33 38.67 55
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Context vectors: can we do it in wordspace?
And what now?

# We can do all the cool things we are used to do with DSM matrices
# Nearest neighbors...
nearest.neighbours(TT, c("s1", "s2"), n=6)
$s1

cat dog animal time s2 cause
14.31016 17.16200 55.27587 62.66470 67.81707 77.90557

$s2
time cause effect reason animal s1

18.85097 25.19348 31.51682 40.83768 60.61621 67.81707
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Context vectors: can we do it in wordspace?

# And a semantic map!
plot(dist.matrix(TT))

cat

dog

animal

time

reason

cause

effects1

s2

hands_on_day_4.R also contains an example for the bank polysemy, with
word2vec vectors. If you fell in love with centroids the bonus exercise in
schuetze1998.R (word sense disambiguation, advanced) is perfect for you!
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Polysemy in DSMs: contextualized word embeddings
A little detour in embeddingland: BERT

Next step: one contextualized representation per token
The1, broker1, went1, to2, the1, bank1, I2, swam2, to2, the2, bank2, The3,
river3, bank3, is3, steep3

▶ Bidirectional Encoder Representations from Transformers

▶ Most popular embeddings right now. Why?
▶ Multilingual and easily fine-tuned for specific tasks (e.g.,

question answering, sentiment analysis)
▶ Google open-source NLP framework (2018)

(https://github.com/google-research/bert)
⋆ Pre-trained on Wikipedia (2.5B tokens) + Google Books

(800M tokens)
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Polysemy in DSMs: contextualized word embeddings
BERT & other Animals

Problem: some tasks (e.g., those from) require lemma-level representations,
which need to be reconstructed “backwards”
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Compositionality
Can we capture it in DS?

▶ Formally: compositionality implies some operator ⊕ such that
meaning(w1w2) = meaning(w1) ⊕ meaning(w2)

▶ CDSM recipe
▶ Distributional vectors for meaning(w1) and meaning(w2)
▶ Operators: mathematical stategies to combine w1 and w2 to

predict a vector representation for w1w2
⋆ vector addition
⋆ vector multiplication
⋆ nonlinear operations learned by neural networks

▶ Problem: some words (e.g., not) are themselves more like
operators than points in space

Great overview paper: Frege in space: a program for
compositional distributional semantics (Baroni et al. 2014)
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Compositionality with distributional vectors
Additive and Multiplicative Models (Mitchell and Lapata, 2010)

music solution economy craft create
practical 0 6 2 10 4
difficulty 1 8 4 4 0
problem 2 15 7 9 1

p = u + v
predicted(practical difficulty) = practical + difficulty = [1 14 6 14 4]

p = u ⊙ v
predicted(practical difficulty) = practical ⊙ difficulty = [0 48 8 40 0]
What is your intuition about the effect of multiplication? Have you already
seen it as an ingredient of something else?
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How do I know my composed representations are “good”?
Evaluation, again :)

1. Qualitative inspection of nearest neighbors
▶ Which neighbors "make more sense" ?

⋆ practical + difficulty or practical ⊙ difficulty ?

2. Quantitative evaluation
▶ Collect a vector for "practical difficulty" in (obviously the

same) corpus: observed(practical difficulty)
▶ observed(practical difficulty) ≈ predicted(practical difficulty)

⋆ Which of the two produces a better approximation?
⋆ practical + difficulty or practical ⊙ difficulty

▶ Evaluation metric
⋆ distance(predicted,observed) (Lazaridou et al. 2013)
⋆ rank(predicted,observed) (Baroni & Zamparelli 2010; Padó

et al. 2016)
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How do I know my composed representations are “good”?
Observed vs. Predicted vector

observed(practical difficulty)

rank(predicted(practical + difficulty)) = 5 

observed(difficulty)

observed(practical)

predicted(practical * difficulty)
X

XX

X

X

X
X X

X

<   rank(predicted(practical * difficulty)) = 10 

predicted(practical + difficulty) 
X

X

distance(predicted(practical * difficulty))       <    distance(predicted(practical + difficulty)) 

X

X
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Adjective-noun composition (Baroni & Zamparelli 2010)
Starting point: observed AN vectors

▶ Input: triples of {observed(AN), A, N}
▶ {bad luck, bad, luck}, {red cover, red, cover}, etc.
▶ 36 adjectives (size, color, temporal, etc.)

▶ Methods: increasing computational complexity
▶ No learning (additive, multiplicative)

☞ heavy learning: learns matrix A by comparing AN and N
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Adjective-noun composition in Baroni & Zamparelli (2010)
Observed(AN) vs. predicted(AN): neighbors

© Evert/Lenci/Baroni/Lapesa (CC-by-sa) DSM Tutorial – Part 4 wordspace.collocations.de 19 / 31

DS beyond NLP: Linguistic evaluation Compositionality

How about unattested AN combinations?
Capturing Semantically Deviant AN Combinations (Vecchi et al. 2017)

Can we use compositional DSMs to tell, among equally
unattested AN, which one is semantically less plausible?

The composed vectors for semantically deviant (human rated)
combinations will be farther away from the head noun than the
acceptable ones

... they test other measures (e.g., neighbors density, vector length) as well as
different composition methods: have a look at the paper!
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How about unattested AN combinations?
Capturing Semantically Deviant AN Combinations (Vecchi et al. 2017)

Can we use compositional DSMs to tell, among equally
unattested AN, which one is semantically less plausible?

Qualitative inspection: the composed vectors of semantically
acceptable pairs have plausible nearest neighbors

hands_on_day_4.R (part 2) contains an implementation of vector
addition and multiplication in wordspace. Have fun chasing the
strangest AN combinations! And other combinations, as well
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Compositionality below word level
Can we use compositional DSMs to investigate the meaning of derivational patterns?

hopeless

happy

hope

unhappy

-LESS

UN-

smile

people

▶ Starting point: vectors for
base and derived words.

▶ Two strategies:
☞ learn the semantic shifts

with compositional
methods

▶ investigate properties of
the patterns → semantic
relations

⋆ zero-nominalizations
as hyponyms of the
base verb (Varvara
et al. 2021)

⋆ un- as antonyms of
the base nouns
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The DS of Derivational Morphology (Lazaridou et al. 2013)

1. Input: derived/stem vector pairs for each affix
▶ un-: unfaithful/faithful, unbiased/biased, unwell/well
▶ -ly: true/truly, mad/madly, deep/deeply

2. Goal: build one representation per affix
▶ No (well, little) learning (additive and multiplicative)

⋆ un- = centroid(unfaithful, unbiased, unwell, etc.)
▶ Increasingly complex learning

⋆ Parameters set during training to optimize composition,
affixes as matrices (cf. adjectives)

3. Prediction & Evaluation
▶ Apply affix to unseen base: predicted(derived) vs.

observed(derived). Who did it best?
⋆ Simplest (additive) & most complex (lexical functional,

theoretically motivated): comparable
⋆ Cf. Padó et al. (2016) for German: simplest composition

methods work better!
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The DS of Derivational Morphology (Lazaridou et al. 2013)
Dataset

7000 base/derived pairs from CELEX, 18 patterns, training vs. test (further
annotated for base/derived relatedness and vector quality)
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Not all Semantic Knowledge is Distributional

Proper names “answer the purpose of showing what thing it is
that we are talking about but not of telling anything about it”
(Mill, 1843)
▶ Intuition: instances of categories such as PER, ORG, etc.
▶ Herbelot (2015), standard DSMs: category → instance

▶ “. . . upon encountering the name Mr Darcy for the first time in the
novel, a reader will attribute it the representation of the concept
man and subsequently specialise it as per the linguistic contexts in
which the name appears”

▶ Westera et al. (2021), embeddings: instance → category
Function words: some pointers
▶ Baroni et al. (2012) on quantifiers/entailment, Bernardi et al.

(2013) on determiners, Hole & Padó (2021) on the polysemy
of the German reflexive sich
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Wrapping up

▶ Distributional semantics allows us to represent (and compare)
a quite heterogeneous selection of "linguistic objects":

▶ Subword units (e.g., derivational affixes)
▶ Words (content words, proper names, function words)
▶ Phrases (e.g., AN)
▶ Entire sentences

▶ This is fascinating and promising, but also challenging
▶ On top of the DSM parameters, also other experimental

choices (e.g., composition. methods)

▶ . . . and this is exactly the fun of distributional semantics (at
least for us :) )

☞ Now it is finally your turn to have fun
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It is practice session time!
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